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Abstract

Neural Radiance Fields (NeRFs) quickly evolved as the
new de-facto standard for the task of novel view synthe-
sis when trained on a set of RGB images. This work
presents four different strategies of how to incorporate ther-
mal imaging into RGB training for Neural Radiance Fields
(NeRFs): (1) training from scratch independently on both
modalities; (2) pre-training on RGB and fine-tuning on
thermal; (3) adding a second branch; and (4) adding a
separate component to predict the thermal values. For the
evaluation of the proposed strategies, we captured a new
multi-view dataset, ThermalMix. Our findings reveal that
adding a second branch to NeRF performs best for novel
view synthesis on thermal images. We also show that our
analysis generalizes to near-infrared images. The Ther-
malMix dataset is publicly available and can be found at
our project page: https://mert-o.github.io/
ThermalNeRF/.

1. Introduction
Novel view synthesis involves generating new perspectives
from an existing set of images. Historically, this problem
has been tackled using conventional techniques, such as
structure-from-motion [11], but recently, Neural Radiance
Fields (NeRFs) [7] offer a paradigm shift by encapsulat-
ing the scene within a continuous radiance field through
the adoption of neural networks. On the other hand, multi-
modal imaging, characterized by the simultaneous acqui-
sition and processing of multiple data types from different
optical sensors has shown its significance across myriad ap-
plications, ranging from surface reconstruction [1, 4, 16] to
medical imaging [13, 17].

In this paper, we conduct a comprehensive evaluation of
neural scene representations within a multi-modal context.
We propose four different strategies of how to include a sec-
ond modality into NeRFs: (1) training from scratch, (2)
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fine-tuning, (3) adding a second branch, and (4) adding a
separate component, see Figure 1. We chose thermal imag-
ing as the second modality for this work since we consider
modeling thermal images to be one of the hardest (see supp.
material). We evaluate the proposed strategies on a newly
captured dataset which we name ThermalMix. In total, it
includes about 360 multi-view RGB and thermal images of
six common objects. To summarize, the core contributions
of this paper are three-fold:

• We present a comprehensive study comparing four differ-
ent strategies of how to learn multi-modal NeRFs based
on RGB and thermal imagery.

• We propose the first multi-view dataset, named Ther-
malMix, of high-quality aligned RGB and thermal images
captured from six common objects.

• We demonstrate that our results also generalize to near-
infrared images.

A long version of this paper, including supp. material,
can be found at https://arxiv.org/abs/2403.
11865, published at the ECCV’24 VISION workshop.

2. Related Work

Integrating multi-modality into NeRFs is a fairly new field
of research, and only a few works exist that try to com-
bine different modalities. Most of the recent multi-modal
NeRFs have been trained on RGB images and some kind
of depth information, originating either from LiDAR scans
[3, 10, 12, 15], RGB-D images [2, 5], or ToF data [6]. More-
over, there are two works that recently tried to build multi-
modal NeRFs from RGB and near-infrared images. Based
on computed camera poses, [3] first back-projects RGB and
infrared images into 3D, yielding a coarse point cloud for
both modalities, and then estimates relative transformations
between sensors using point cloud registration. Using RGB
camera poses computed from COLMAP [11], X-NeRF [9]
learns relative poses to the infrared sensor during train-
ing, and leverages Normalized Cross-Device Coordinates to
deal with different camera intrinsics.

https://mert-o.github.io/ThermalNeRF/
https://mert-o.github.io/ThermalNeRF/
https://arxiv.org/abs/2403.11865
https://arxiv.org/abs/2403.11865
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Figure 1. Overview of the four strategies that we compare within this work. In the first strategy (TS), we train a NeRF-like base model
(Instant-NGP [8] in our case) from scratch, separately for RGB and the second modality. In the second strategy (FT), we first pre-train our
base model on RGB data and then fine-tune on images of the second modality. While RGB-X adds a second branch, strategy four (SC)
adds an extra network to predict (color) values of the additional modality. Note that RGB-X and SC yield a single, multi-modal scene
representation, whereas TS and FT always result in two separate models, one for each modality.

3. Method

We present four strategies to include an additional modal-
ity, other than RGB, into neural scene representations, see
Figure 1. Throughout this work, we use Instant-NGP [8] as
our base model. In brief, Instant-NGP’s architecture com-
prises two fully connected networks for point-wise density
and color prediction. The density network generates densi-
ties and a geometric descriptor from hash-encoded coordi-
nates and the color network generates view-dependent RGB
values from the descriptor and a viewing direction.

In the first strategy (TS), we train our model from
scratch, separately for RGB and the second modality. This
strategy serves as our baseline. For the training of thermal
images, we employ the following NeRF-like loss:

Lt =
∑
r∈R

(
t̂(r)− t(r)

)2
, (1)

where R is a set of rays, and t̂(r) and t(r) are the pre-
dicted and ground-truth temperature values, respectively.
For training on RGB images, we use the standard loss be-
tween predicted and true pixel color.

On the other hand, the second strategy (FT) first trains
the base model on RGB images and then fine-tunes on im-
ages from the second modality. For fine-tuning on thermal
images, we apply the same loss as in (1).

The third strategy (RGB-X) utilizes both modalities
within a single network by adding a second branch to the
color network to predict the values of the second modal-
ity. During training, we back-propagate both, RGB and
predicted values of the second modality through the density

network. We use a weighted combination of the thermal and
RGB loss functions:

L = ωcLc + ωtLt, (2)

where we keep wc = wt = 1 constant (see supp. material
for an ablation).

In contrast, our last strategy (SC) adds a separate compo-
nent to the model that solely predicts values of the second
modality but restricts back-propagation to the density net-
work during training. We use the same loss as in RGB-X.

4. Dataset
We use a custom dataset containing RGB and thermal im-
ages of three forward-facing and three 360-degree scenes to
compare previously explained strategies, see Figure 2. In
total, our dataset, which we call ThermalMix, contains six
common objects (FACE, HAND, PANEL, LION, PAN, and
LAPTOP), and is publicly available..

The data acquisition setup comprises a thermal camera
(VarioCam HD, InfraTec GmbH, Germany) equipped with
a 640×480 pixel resolution for both, RGB and infrared sen-
sors. The objects are placed on a table while the camera is
moving around the object with a constant distance of about
1m. Each forward-facing scene contains about 40 images,
whereas about 80 images were taken for 360-degree scenes.

A calibration object, whose features are visible in both
modalities, is positioned at the center of the scene prior
to data capturing, based on which we estimate the rela-
tive transformation between the two sensors. Finally, since
the distance between the camera and the object is fixed, we
compute the camera poses for RGB images using COLMAP
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Figure 2. Overview of our newly-captured dataset containing six common objects. FACE, HAND, and PANEL are forward-facing scenes
consisting of around 40 images each. LION, PAN, and LAPTOP are 360-degree scenes, where each scene has around 80 images.

TS FT RGB-t SC

PSNR ↑ SSIM ↑ PSNR ↑ SSIM ↑ PSNR ↑ SSIM ↑ PSNR ↑ SSIM ↑
FACE 30.34 0.77 30.04 0.75 33.44 0.68 32.10 0.66
HAND 35.54 0.81 33.99 0.73 36.34 0.73 33.56 0.60
PANEL 31.21 0.74 29.66 0.55 31.36 0.61 27.31 0.38

LION 21.83 0.51 25.13 0.52 27.82 0.61 27.59 0.60
PAN 20.46 0.53 24.14 0.50 27.48 0.54 26.43 0.53
LAPTOP 23.15 0.37 24.95 0.49 30.17 0.59 28.07 0.53

Table 1. Quantitative results on thermal images, measured using
PSNR and SSIM.

[11] and utilize the same poses for aligned thermal images.
Please see supp. material for the details of the calibration
object and pose estimation.

5. Results

Based on ThermalMix, we conducted extensive experiments
to compare the proposed strategies on thermal images. Ad-
ditionally, we used Skoltech3D dataset [14] for the near-
infrared (NIR) evaluations.

For pre-processing, RGB and thermal images are nor-
malized to [0, 1]. Notably, for thermal images, normaliza-
tion is performed relative to the scene’s maximum temper-
ature. Additionally, for FT, we pre-train for 6,000 iterations
on RGB and fine-tune for another 4,000 iterations on ther-
mal images, whereas the remaining strategies are trained
for 10,000 iterations each. We report Peak Signal-to-Noise
Ratio (PSNR) and the Structural Similarity Index Measure
(SSIM) to evaluate our models, computed using leave-one-
out cross-validation for 10 runs. Since our primary focus
remains on the temperatures of the scene’s central object,
we segment objects within test images and compute evalu-
ation metrics only in regions covered by an object.

Please see long version of the paper for more evaluations
and qualitative results.

RGB+Thermal. The results for thermal reconstruc-
tions of the forward-facing scenes (FACE, HAND, and
PANEL) and 360-degree scenes (LION, PAN, and LAP-

TS RGB-t SC

PSNR ↑ SSIM ↑ PSNR ↑ SSIM ↑ PSNR ↑ SSIM ↑
FACE 30.78 0.85 29.46 0.79 30.12 0.82
HAND 30.81 0.93 30.37 0.82 30.62 0.88
PANEL 30.56 0.84 29.81 0.79 30.03 0.80

LION 30.71 0.82 29.08 0.73 30.18 0.77
PAN 29.59 0.76 29.33 0.73 29.40 0.72
LAPTOP 29.70 0.74 29.42 0.72 29.45 0.72

Table 2. Quantitative results on RGB images, measured using
PSNR and SSIM. FT is left out since its RGB component is simi-
lar to TS.

TOP) are shown in Table 1 and Figure 3. In forward-
facing scenes, RGB-t outperforms other methods in terms
of PSNR, while TS achieves the highest SSIM due to
its reliance on thermal measurements. SC’s performance
varies due to its lack of thermal density integration, making
it scene-dependent. Furthermore, for 360-degree scenes,
RGB-t excels in both PSNR and SSIM, whereas TS and
FT struggle with PSNR in 360-degree contexts, likely due
to static backgrounds (see supp. material). SC ranks con-
sistently second to RGB-t, underscoring the limitations of
relying solely on RGB densities in thermal contexts. Please
refer to the supp. material for further information.

Quantitative RGB reconstruction results are shown in
Table 2. Since FT’s RGB component closely resembles TS,
we focus on TS, RGB-t, and SC. TS slightly outperforms
other strategies in both PSNR and SSIM. SC delivers supe-
rior reconstruction quality compared to RGB-t. This result
can be attributed to SC’s non-interference with RGB densi-
ties, whereas RGB-t integrates thermal and RGB densities,
causing a mixture of information. Ultimately, when com-
paring both strategies to TS (which was solely trained on
RGB images), we find that SC achieves similar reconstruc-
tion quality, whereas RGB-t lags slightly behind.

RGB+NIR. Quantitative NIR results are shown in Table
3. For all experiments, we used three forward-facing scenes
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Figure 3. Qualitative results on thermal images. Novel views are rendered using the multi-modal scene representations arising from the
four strategies that we compare. For each view, we also report PSNR and SSIM (higher is better).

TS FT RGB-NIR SC

PSNR ↑ SSIM ↑ PSNR ↑ SSIM ↑ PSNR ↑ SSIM ↑ PSNR ↑ SSIM ↑
SNAIL 36.55 0.97 32.32 0.95 36.70 0.97 35.55 0.96
BEAR 37.15 0.97 35.01 0.95 37.01 0.96 36.05 0.96
ELEPHANT 35.11 0.97 33.60 0.96 35.09 0.97 34.99 0.95

Table 3. Quantitative results on NIR images.

TS RGB-NIR SC

PSNR ↑ SSIM ↑ PSNR ↑ SSIM ↑ PSNR ↑ SSIM ↑
SNAIL 39.94 0.97 37.31 0.96 38.03 0.97
BEAR 38.10 0.96 36.29 0.96 37.93 0.96
ELEPHANT 39.71 0.97 38.07 0.96 39.10 0.97

Table 4. Quantitative results on RGB images for NIR dataset.

from the multi-sensor dataset proposed in [14]. Considering
NIR reconstruction quality, RGB-X (denoted as RGB-NIR)
performs best on average, but, as opposed to RGB and ther-
mal, this time on par with TS. This is understandable given
the fact that NIR images do not have as static and texture-
less background as thermal images.

Finally, quantitative results on RGB reconstruction qual-

ity with the NIR dataset can be found in Table 4. We ob-
serve a very similar trend as for multi-modal NeRFs learnt
from RGB and thermal images: TS performs best in terms
of both, PSNR and SSIM, followed by SC and RGB-NIR.

6. Conclusion

In this paper, we have compared four different strategies of
how to incorporate a second modality to NeRFs, other than
RGB. We proposed to include second modality using (1)
training from scratch (TS), (2) fine-tuning (FT), (3) adding
a second branch (RGB-X), and (4) adding a separate com-
ponent (SC). The analysis of the four strategies is based on
a newly captured publicly available dataset, named Ther-
malMix, which consists of 360 multi-view RGB and ther-
mal images. Our findings indicate that RGB-X stands out
for its thermal reconstruction capabilities while also deliver-
ing compelling RGB reconstructions. Finally, we also show
that our results generalize to NIR images, leading to the
conclusion that RGB-X seems to be well-suited for build-
ing general multi-modal neural scene representations.
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