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Abstract. 3D deblurring reconstruction techniques have recently seen
significant advancements with the development of Neural Radiance Fields
(NeRF) and 3D Gaussian Splatting (3DGS). Although these techniques
can recover relatively clear 3D reconstructions from blurry image in-
puts, they still face limitations in handling severe blurring and complex
camera motion. To address these issues, we propose Event-assisted 3D
Deblur Reconstruction with Gaussian Splatting (EaDeblur-GS), which
integrates event camera data to enhance the robustness of 3DGS against
motion blur. EaDeblur-GS utilizes a novel Adaptive Deviation Estima-
tor (ADE) network and two novel loss functions to achieve real-time,
sharp 3D reconstructions. Evaluations demonstrates that our method
achieves advanced performance against original Gaussian Splatting and
other Deblur Gaussian Splatting techniques.
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1 Introduction

Reconstructing 3D scenes and objects from images has long been a research
hotspot in computer vision and computer graphics. The advent of Neural Ra-
diance Fields (NeRF) [4] has brought revolutionary advancements in photo-
realistic novel view synthesis. Building on this progress, the recent introduction
of 3D Gaussian Splatting (3DGS) [1] has further enhanced 3D scene represen-
tation using Gaussian ellipsoids, achieving high-quality 2D rendering and faster
training and rendering speeds. However, in real-world applications, factors like
camera shake and shutter speed often lead to image blurriness and inaccurate
camera poses estimation, challenging the clear neural volumetric representation.

Several methods address blurriness in NeRFs and 3DGS. NeRF’s deblurring
technology has undergone relatively early development, with Deblur-NeRF [3]
being the first framework to tackle this issue, which utilized an analysis-by-
synthesis approach to recover sharp NeRFs from blurry inputs. MP-NeRF[8]
further enhances this by introducing a multi-branch fusion network and prior-
based learnable weights to handle extremely blurry or unevenly blurred images.
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But the NeRF-based methods always consume extensive training time and ren-
dering time. Hence, some methods based on 3DGS has been developed because
of its advantages in rendering and training speed. For instance, Wenbo Chen et
al. [9] proposed Deblur-GS, which models the problem of motion blur as a joint
optimization involving camera trajectory and time sampling. B. Lee etal. [2] as-
sign the corrections on the rotation and scaling matrix of 3D gaussians by using
a small MLP, enhancing the clarity of scenes reconstructed from blurred images.
Nonetheless, these methods can only achieve clear 3D reconstruction results with
mildly blurred input images. Consequently, additional data sources like event
cameras have been introduced into 3D deblurring reconstruction. Event cam-
eras, a bio-inspired sensor, offers high temporal resolution and has advantages
in motion deblur. For NeRFs, EventNeRF [7] used event integration and color
simulation for colored 3D representations, while Qi et al. [6] combined blurred
images with event streams using innovative loss functions and the Event Double
Integral (EDI) approach. For 3DGS, Yu proposed EvaGaussian[10], optimizing
both scene reconstruction and camera trajectory estimation to achieve unparal-
leled detail and fidelity in real-time 3D scene synthesis.

Despite achieving excellent performance in 3D deblurring reconstruction,
the aforementioned methods still have limitations. For instance, RGB single-
modality deblurring 3DGS and NeRF are often effective only in mildly blurred
or simple camera motion scenarios. When input images are severely blurred,
these methods usually fail to reconstruct 3D objects and can only produce rel-
atively clear 2D renderings from certain angles. On the other hand, techniques
using event cameras for NeRF 3D reconstruction are limited by NeRF’s train-
ing and rendering speed. Additionally, methods that incorporate event data into
3DGS deblurring reconstruction face challenges, such as inaccurate camera mo-
tion trajectory estimation.

To overcome these limitations, we propose a novel integration of event streams
with 3DGS, namely Event-assisted 3D Deblur Reconstruction with Gaussian
Splatting(EaDeblur-GS), aiming to guide the learning of better 3D Gaussian
representations and tackle issues arising from blurry inputs.

Our contributions are summarized as follows:

– We propose Event-assisted 3D Deblur Gaussian Splatting (EaDeblur-GS),
which incorporates blurry RGB images and event streams into Gaussian
Splatting to recover sharp 3D representations.

– We introduce a novel Adaptive Deviation Estimator (ADE) network to sim-
ulate the shaking motion during exposure accurately by estimating the de-
viations of Gaussians.

– We comprehensively evaluate the proposed method and compare it with
several baselines, demonstrating that our EaDeblur-GS achieves advanced
performance while enabling real-time sharp image rendering.
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2 Method

As illustrated in Fig.1, our method begins with the input of blurry RGB images
and their corresponding event streams. We first use the Event Double Integral
(EDI) technique to generate a set of latent sharp images. These images are then
processed with COLMAP, enhancing the initial reconstruction and providing rel-
ative precise camera pose estimation. From this reconstruction, we create a set of
3D Gaussians. These Gaussian positions, combined with the estimated camera
poses, are then fed into our Adaptive Deviation Estimator (ADE) network to
adjust the Gaussian centers by calculating positional deviations. The adjusted
3D Gaussians are projected onto each viewpoint, including corresponding latent
viewpoints, to render sharp images. We also introduce a Blurriness Loss to sim-
ulate realistic blurriness and an Event Integration Loss to improve object shape
accuracy in the Gaussian model. This process enables the model to learn precise
3D volume representations and achieve superior 3D reconstructions. The overall
method is depicted in Fig.1.

Fig. 1. The Overview of our approach. Our approach integrates blurred RGB images
with event data to enhance image clarity. The EDI technique is applied to produce la-
tent sharp images, which are then refined through COLMAP for accurate SFM recon-
struction and 3D Gaussian modeling. The ADE module estimates positional deviations
based on initial Gaussian positions and camera extrinsics, simulating camera motion.
These deviated Gaussians are rendered into multiple views and compute blurriness
and event integration losses, facilitating the learning of detailed 3D representations for
enhanced reconstruction quality.

In the following sections, we detail how the ADE network estimates devia-
tions, followed by an in-depth introduction to blurriness loss and event integra-
tion loss.
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2.1 Adaptive Deviation Estimator

Motion blur caused by camera shake impedes sparse initial reconstruction due
to unclear input images. To mitigate this issue, we employ the EDI method
[5], which combines blurry images and corresponding event streams. The EDI
model transforms a blurry image Iblur into multiple sharp images I0, · · · , Ik,
under the assumption that the blurry image is the temporal average of latent
sharp images, each represented by the accumulated events. Given a blurry image
and its corresponding event bins {Bk}bk=1, the sharp image of viewpoint I0 and
each latent sharp image Ik can be expressed as:

I0 =
(b+ 1)Iblur

1 + eΘ
∑1

i=1 Bi + · · ·+ eΘ
∑b

i=1 Bi
. (1)

Ik =
(b+ 1)Iblure

Θ
∑k

i=1 Bi

1 + eΘ
∑1

i=1 Bi + · · ·+ eΘ
∑b

i=1 Bi
. (2)

We then utilize COLMAP to estimate the poses of EDI-processed sharp images
({Pk}bk=0 = COLMAP({Ik}bk=0), which also results in a more accurate initial
sparse point cloud.

Inspired by [9] and [2], we represent latent poses as displacements of Gaus-
sian ellipsoid centers xj . To estimate the deviations of Gaussians in this context,
we employ Adaptive Deviation Estimator network, which is consisted of a small
Multi-Layer Perceptron (MLP) Fθ with three hidden linear layers. Besides, we
utilize an embedding layer which encodes low-frequency positional information
into high-frequency expressions and a decode layer to output the estimated devi-
ations. The ADE Fθ takes the EDI-predicted poses Pb

k=0 and original positions
of Gaussians xj to estimate deviations:

{(δx(i)
j }li=1 = Fθ

(
γ(xj), γ(P )

)
(3)

where l means the number of estimated latent poses, and δx
(i)
j denotes the i-th

predicted position offset of j-th Gaussian. We then obtain extra l sets of 3D

Gaussians {{x̂(i)
j }li=1}

NG
j=1 by adjusting the positions of the original 3D Gaus-

sians, where NG is the number of Gaussians, x̂
(i)
j represents the position offset

scaled by λp : x̂
(i)
j = xj + λpδx

(i)
j . This method computes l different sets of 3D

Gaussians for each viewpoint, which can be rasterized to l sharp latent images
{Ii}li=0. Additionally, we rasterize an image with original Gaussians positions as
the image rendered from original viewpoint. During forward rendering process,
the ADE network and multiple rendering are not necessary, ensuring real-time
inference speed comparable to original 3D Gaussian.
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2.2 Loss Functions

Blurriness loss. To model the motion blur process during exposure time, we
take the average sum of rendered images as follows:

Îblur =
1

b+ 1

b∑
i=0

Ii, Ii = Rasterize({G(x̂
(i)
j )}NG

j=1) (4)

where Ii is the sharp images generated by multiple rendering, Îblur is the esti-
mated blurry image. The blurriness loss is computed as the difference between
estimated blurry image and input blurry image Iblur, combined with a D-SSIM
loss as follows:

Lblur = (1− λD−SSIM )∥Iblur − Îblur∥1 + λD−SSIMLD−SSIM (5)

where we set λD−SSIM = 0.2 for all experiments.
Event Integration Loss. Leveraging the high time-resolution event stream, we
adopt an Event Integration Loss to guide the network in learning a fine-grained
sharp 3D reconstructions. We integrate the events polarities between two input
blurry frames as follows:

E(t) =

∫ t0+δt

t0

e(t)dt. (6)

where δt is time interval between two input frames. The logarithm difference
between the last rendered frame and first rendered frame of multiple rendered
frames {Ii}li=0 gives the estimated event integration maps Ẽ(t). The event inte-
gration loss is then:

Levent = ∥E(t)− Ẽ(t)∥1 (7)

The final loss function is the combination of the blurriness loss and event inte-
gration loss as follows:

L = Lblur + λeventLevent (8)

3 Experiments

3.1 Comparisons and Results

To evaluate the effectiveness of the proposed method, we compare our method
with the original Gaussian Splatting (GS), which utilizes blurry images as input
and supervision. Since COLMAP fails with only blurry images, we estimate the
initial point cloud using EDI-deblurred images. We also compare our method
with Deblurring 3D Gaussian Splatting(Deblurring-GS) to highlight the advan-
tages of incorporating event data.

Our evaluation metrics include Peak Signal-to-Noise Ratio (PSNR), Struc-
tural Similarity Index (SSIM), and Frames Per Second (FPS). All methods are
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Table 1. Quantitative analysis. The results in the table are the averages of six synthetic
scenes from E2NeRF. We use bold to mark the best result.

Image Deblur GS Deblurring-GS Ours

PSNR 22.15 22.70 29.69
SSIM 0.878 0.8427 0.9338
FPS 190 190 190

tested on the synthetic data from E2NeRF. The implementation details are pro-
vided in the supplementary materials.

The quantitative comparison results are presented in Table 1. The results
demonstrate that our method achieves advanced performance compared with
other Gaussian Splatting techniques in terms of PSNR and SSIM, while main-
taining real-time rendering capabilities with noticeable FPS. The advantage of
using event data for deblurring RGB images is further evidenced by compar-
ing Deblurring 3D Gaussian Splatting with our method, showing a significant
increase in PSNR and SSIM.

Fig. 2. Qualitative results on E2NeRF synthetic dataset.

We also assess the qualitative performance of our method compared to other
approaches. As illustrated in Fig.2, the original 3D Gaussian Splatting struggles
to produce clear 3D representations in certain scenes, even with EDI-preprocessed
relatively sharp input images. While the Deblurring 3D Gaussian Splatting
method can reconstruct relatively sharp objects, it still fails to capture fine
details in some cases, such as with the “materials” object. In contrast, our
method demonstrates the capability to reconstruct fine-grained, clear objects
with greater accuracy.
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Table 2. Ablation study to validate the effectiveness of losses. ”w” represents ”with”
and ”wo” represents ”without”. ”Lblur” denotes the blurriness loss function. ”Levent”
denotes the event integration loss.

Loss Function wo Lblur&Levent w Lblur woLevent w Lblur&Levent

PSNR 22.92 31.80 31.83
SSIM 0.886 0.9490 0.9488

Table 3. Ablation study to analyze the contribution of ADE module. ”w” represents
”with” and ”wo” represents ”without”.

Latent Pose Estimation wo MLP w MLP

PSNR 28.76 31.83
SSIM 0.9347 0.9488

3.2 Ablation studies

Blurriness loss and Event Integration Loss. To validate the effectiveness of
training losses, we conduct the experiments on the “hotdog” scene from E2NeRF
dataset. The results in the Tab.2 demonstrates that both proposed losses sig-
nificantly improve the deblurring performance, with the event integration loss
further slightly enhancing sharp rendering quality.
With/Without ADE network. We conduct the experiments to further an-
alyze the contribution of ADE module. Using initial latent poses estimated by
COLMAP with EDI preprocessed images, we compare results with and without
the ADE network. As shown in Table 3, the ADE module improves all evaluation
metrics, indicating its effectiveness in estimating latent poses during exposure.
Further ablations are provided in the supplementary materials.

4 Conclusion

In this paper, we introduce EaDeblur-GS, which integrates event data and RGB
images to achieve sharp neural 3D representations. We propose an Adaptive
Deviation Estimator network to estimate latent poses during exposure by com-
puting Gaussian deviations. Our method, evaluated against other techniques
and through extensive ablation studies, shows significant improvements over the
original 3D Gaussian Splatting and Deblurring 3D Gaussian Splatting.
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